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Data safety Input data may be reused by large models Conclusions

Guardrails Some tasks may be refused by large models

Disadvantages of locally run LLMs

Processing time can be longer due to smaller hardware
Performance may be worse because of smaller models

Hardware may also be non-standard for smaller models

Test memes
HIPSTER HITLER

i

4 S

iy ol e S, I‘G{I’EBBMIN‘GdzﬂBEFnl:flT‘i
"SGNNNZ”“’H B wascool SN

Costs All tested locally run LLMs are freely available
Reproducibility We report all model version numbers
Data safety All data remained on our local machines.
Guardrails Some locally run LLMs also had guardrails
Processing time Models required ten times as much time
Performance Analyses from local models were worse

dardware Tests required hardware with one GPU

More information

More test results will be presented in our talk:
Wednesday 2 July 2025, 14:50-15:00, IDE Arena
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